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Abstract Traditionally, social interaction research has
concentrated on either fully virtually embodied agents
(e.g. embodied conversational agents) or fully physi-
cally embodied agents (e.g. robots). For some time,
however, both areas have started augmenting their agents’
capabilities for social interaction using ubiquitous and
intelligent environments.

We are placing different agent systems for social in-
teraction along Milgram’s Reality-Virtuality Continuum–
according to the degree they are embodied in a physical,
virtual or mixed reality environment–and show systems
that follow the next logical step in this progression,
namely social interaction in the middle of Milgram’s
continuum, that is, agents richly embodied in the phys-
ical and virtual world.

This paper surveys the field of social interaction re-
search with embodied agents with a particular view to-
wards their embodiment forms and highlights some of
the advantages and issues associated with the very re-
cent field of social interaction with mixed reality agents.

Keywords Social interaction · Mixed reality agents ·
Human-robot interaction · Human-computer interac-
tion

1 Introduction

In today’s digital society, an ever-growing amount of
human activities relies on digital technology. Trends
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such as inexpensive internet access and the diffusion
of wireless computing devices have made ubiquitous or
pervasive computing a practical reality that augments
the normal physical environment and supports the de-
livery of services to human users anytime and anywhere.
A lot of interfaces for these environments are built on
the idea that a social interface, that is, an interface
availing of human-like social cues and communication
modalities, is the most natural and thus most effec-
tive way for humans to interact. This belief is rooted
in the assumption that humans react socially to com-
puters [56] and has been the driving force behind a big
body of research in the areas of Human-Computer In-
teraction (HCI) and Human-Robot Interaction (HRI).

But while in the past software agents and robots
have usually been seen as distinct artefacts of their re-
spective domains, the modern conception is, in fact, to
consider them as particular instances of the same no-
tion of agent–an autonomous entity capable of reactive
and pro-active behaviour in the environment it inhab-
its. From this point of view, the concept of embodiment,
intended as the structural coupling between an agent
and its environment (e.g. [68]), provides the common
ground upon which different strands of agent-related
research can be analysed and compared.

Indeed, by placing social interaction research on Mil-
gram’s Reality-Virtuality Continuum [43] (see Fig. 1),
according to the nature and extent of their embodiment
in a physical or virtual environment, we can view robots
and virtual agents as embodied at the extremes of said
continuum.

These extremes are the areas where most of the tra-
ditional social interaction research to date has taken
place, and where we first turn our focus, giving a brief
overview of the commonalities and differences of tradi-
tional HCI and HRI research in Section 2.



2

Fig. 1 Milgram’s Reality-Virtuality Continuum (adopted from
[43])

However, as Section 3 details, both the virtual and
robotic domain have started moving away from the
edges for quite some time now by embodying their agents
in ubiquitous environments, that is, environments that
are “augmented” with digital sensors and devices. This
shift has occurred with two main objectives in mind.
On the one hand, the ubiquitous environment is sup-
posed to augment the agent’s interaction capabilities,
feeding it information about the user’s whereabouts and
state to assist social interaction. On the other hand, the
agent provides the user with a social interface that acts
as a representative of the services the intelligent envi-
ronment offers.

Following social interaction research from both sides
away from the edges and further along Milgram’s con-
tinuum naturally leads us to the very centre of the spec-
trum, where social agents are endowed with mixed real-
ity bodies and placed into mixed reality environments.
Only very recently have researchers started to look at
this area, as Section 4 will show, but they have already
identified some unique possibilities and challenges for
social interaction.

2 Social Interaction with Robotic and Virtual
Agents–Research at the Extremes of Milgram’s
Continuum

When investigating human-agent social interaction (see
Fig 2 for examples of real and virtual social agents),
both HRI and HCI share many similarities, as they can
both draw on insights into human social research.

Fong et al. (2003) use the term “socially interactive
robots” to describe robots for which social interaction
plays a key role. For Fong et al. these robots are impor-
tant in domains where robots must exhibit social inter-
action skills, either because such skills are required for
solving specific tasks, e.g. as in scenarios where robots
are envisioned working shoulder to shoulder with hu-
mans [1], or because the primary function of the robot
is to interact socially with people, e.g. as in compan-
ion [16] and educational robots [59].

The specific origin of a robot’s social skills, such as
their role within the robot’s cognitive apparatus, re-
mains an open issue which usually also depends on the
particular research emphasis, i.e. if in pursuance of a
robot-centred or a human-centred perspective [17].

However, there is enough evidence to suggest that
these robots need to exhibit a certain degree of social
intelligence, for the way they manifest their awareness
and react to the presence of humans, in order to be
accepted as social peers [47], or simply tolerated within
humanly populated environments [53].

Similar issues are being investigated within the 3D
and virtual reality communities, as a large body of
works now shares an interest in the incorporation of
virtual characters into virtual and augmented reality
environments. Human-like virtual characters (virtual
humans) are being used with success as virtual rep-
resentatives of human users in virtual conference appli-
cations [61], or as fully autonomous agents inhabiting
virtual worlds to enhance the user’s experience and ease
his interaction with the virtual world. Such characters
can make the interaction more engaging and make the
user pay more attention but they can also require more
effort to interact with the system, e.g. in educational
and training applications [11]. A much appreciated fea-
ture in the latter type of applications is that virtual
humans can provide pedagogical assistance that can be
tailored to the needs and preferences of the learner [7].

Studies focusing on how the appearance of virtual
characters can affect cooperation, change attitudes, and
motivate users [57, 67] indicate that humans treat them
as social partners and, in particular, that many of the
rules that apply to human-human interaction carry over
to human-agent interaction.

The result is that, despite technical and method-
ological differences between dealing with robotic and
virtual domains, today a large number of issues behind
the construction of successful social agents cross the
boundaries of agent species.

What distinguishes all the research in socially in-
telligent agents is the emphasis given to the role of
the human as a social interaction partner of artificial
agents and, subsequently, to the relevance attributed to
aspects of human-style social intelligence in informing
and shaping such interactions. The consensus in social
agent research is that effective human-agent interaction
greatly leverages the instauration of a human-style so-
cial relationship between human and agent.

Dautenhahn’s model of social intelligence [15] in hu-
man societies is characterised by the ability of recognis-
ing each other and developing and managing relation-
ships between individualised agents. Effective human-
agent interaction is, by the same token, based on the so-
cial relationship and the mutual understanding between
user and agent, improving predictability and trust be-
tween the two.

One factor in this human-agent relationship is the
agent’s identity who makes it possible for a user to dis-
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Fig. 2 Examples of real and virtual social agents (from left to
right: Kismet, Minerva, Max and Steve)

tinguish his agent from a dozen others like him and
to recognise its persona over time. It has been envis-
aged that users have an expectation that the agent
should evolve in terms of the character and interac-
tion style with the relationship developing and emerg-
ing whereby the agent becomes empathetic to the user
needs [16]. Indeed research indicates that we tend to
ascribe anthropomorphic attributes to robotic entities
and as such expect them to behave in a socially intel-
ligent and individualised manner to meet our diverse
requirements [16].

Another factor that is instrumental in human-human
interactions is the ability to understand and anticipate
each other’s intentions and emotions [14]. We convey
this information through explicit communication (nat-
ural language) as well as an array of non-verbal cues,
tactile interaction, postures, facial expressions, and ges-
tures [32]. To be effective members of human societies,
synthetic agents need to be able to use and understand
the same array of non-verbal cues [4].

As a result, many agent architectures in both do-
mains are developed based on deep models of human
cognition and social competence. In this type of re-
search, pure rational mechanisms, such as the Belief-
Desire-Intention (BDI) paradigm [55], can be extended
with anthropomorphic psychological models, e.g. of emo-
tions, attention, creative problem solving, memory re-
trieval, decision making and learning. In doing so, such
architectures build upon the human attitude of em-
ploying an intentional stance toward the autonomous
agents. Specifically, they improve common understand-
ing between human users and agents, and hence their
social interaction capabilities, for the way they fulfil
user expectations by adhering to human social norms.
The attention mechanism of the robot Kismet, for ex-
ample, is modelled on that of a human infant [8].

However, research in user modelling is not only im-
portant to help humans understand synthetic agents
but also to enable agents to reason about the human
users with whom they interact. By availing themselves
of intentional and/or emotional models of human users,
synthetic agents can adapt to, and predict their be-
haviours and possibly change attitudes, and also ac-

commodate different users, e.g. with varying skills, ex-
perience, and knowledge.

To build up these user models, both areas can lever-
age functionalities intended to recognise social cues in
humans, e.g. through vision-based face detection and
recognition systems, and techniques intended to clas-
sify facial expressions. Whether applied to a video-feed
from the robot’s eyes [8, 9] or fixed cameras used by
screen-based virtual agents [33], the same techniques
are employed to identify human users and also to un-
derstand their emotional state.

On a cautionary note, however, it is important to
remain aware of the differences between physical and
virtual agents, as social interaction with robots and vir-
tual characters is by no means equal. Naturally, one
of the most important defining characteristics of robot
agents, and their biggest advantage over virtual agents
in general, is their physical presence and their ability to
interact with the physical world and the human whereas
virtual agents are inherently constrained in their inter-
action capabilities with the physical world–usually re-
stricted to vocal communication with the user. While
this might seem an obvious statement, it should never-
theless be kept in mind. Indeed, several studies ([64]
and [31] among others) have indicated that humans
prefer a real robot to an animated version in one-on-
one interactions precisely because their physical nature
evokes a higher sense of presence in the user, making
them more trustworthy and engaging.

Robots are also free to move within the physical
environment. The implications of this simple fact be-
come clearer when one considers, for instance, mobile
robots employed in museums. They may act as a guide
for physically present visitors [46] or as a tele-presence
body for remote visitors [40]. They may also do both,
such as in the case of MINERVA [62], a robot that
guides visitors through the Smithsonian National Mu-
seum of American History and that can also be used
to explore the museum remotely via a web interface.
Through their physical body, these robots may pro-
actively engage the user and lead him towards a partic-
ular exhibit.

Virtual agents in a similar setting, instead, require
the user to initiate the action and approach the agent [37],
since they are unable to wander freely or to interact
with physical objects in the real world. In particular,
the divide between the 2D embodiment of screen-based
agents and the 3D physical world makes it more diffi-
cult for them to attract and engage the user in the 3D
physical environment he inhabits, as they are visible
only from a limited angle and cannot effectively point
(or gaze) in the 3D physical surrounding.
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Virtual agents, on the other hand, are not only ca-
pable of actions that are simply impossible in the real
world, such as mutating their form [41], they can also
exhibit a high degree of anthropomorphism [37, 30] with
highly expressive interfaces that are easily adjusted and
personalised for each user at a fraction of the cost of a
robotic interface. While many robots have been built
with the explicit goal of investigating human-robot so-
cial interaction (see [23] for a good review), their ex-
pressional capabilities still remain restricted when com-
pared to virtual agents and thus fail to convey sub-
tler meanings of intention or emotion [5]. Indeed, cre-
ating individual robots with a unique physical form
and ascribing them with individual visible traits and
behaviours is still far from the capabilities of current
production lines.

First steps towards building realistic human-like com-
panions with rich visual expressiveness have been taken
(e.g. [29, 27]), but they still suffer from limitations and
high costs, mainly due to the vast number of actuators
needed to animate the robot’s face. Therefore, for the
moment, the vision of lifelong robotic companions, for
which personalisation has been named a key factor [16],
still remains out of reach.

Finally, one obstacle to be wary of in building any
new agent, physical or virtual, is that a strong an-
thropomorphic paradigm–while necessary in works that
build upon its evocative power–can overly increase peo-
ple’s expectations of the system’s performance, and sub-
sequently severely raise the behavioural complexity re-
quired for a practical application to succeed. Mori dubbed
this problem the Uncanny Valley [44]. His thesis is that
the more closely a robot resembles a human, the more
affection it can engender through familiar human-like
communication references. However, there is a region
in the design space where the robot becomes too sim-
ilar, but not perfect, and thus appears uncanny and
weird, with severe negative effects on human-robot so-
cial interaction (see Fig. 3).

3 Moving Closer Together–Social Interaction in
Ubiquitous Environments

When leaving the extremes of Milgram’s continuum,
we are confronted with agents embodied in ubiquitous
environments. These environments extend our normal
physical surroundings with embedded computational
devices and act as service providers and shared infor-
mation spaces for the human user.

In such a context, the role of the agents embod-
ied in ubiquitous environments is multi-faceted. From
the user’s perspective, the agent is acting as a intelli-
gent user interface to the environment, providing them

Fig. 3 Mori’s Uncanny Valley (adopted from [39])

with the services they need, anytime and anywhere (see
Fig. 4 for examples of ubiquitous agents).

The Ubiquitous Robotic Companion (URC) [26], for
example, guards its owner’s home, cleans their rooms
and reads to their kids. The URC also provided one
of the first mass deployment examples of ubiquitous
robots with roughly one thousand URCs distributed
to households in Seoul and the vicinity. NEC’s robot
PaPeRoTM(Partner-Type Personal Robot) [24] is an-
other example of this interface role, as its network ca-
pabilities allow it not only to communicate with other
PaPeRos, but also with PCs, PDAs, and with other
electrical appliances in the home. Thus, a PaPeRo can
check the user’s e-mail, tune the TV onto the user’s
favourite channel or, as the URC, access the Internet,
e.g. for retrieving stories to narrate to children.

In its child care version, PaPeRo also presents some
social attributes thanks to the advanced interaction abil-
ities that are enabled by an array of sensors, including
touch sensors, sonar, directional microphones, and cam-
eras. With these sensors, PaPeRo can act as a teacher
by locating and identifying the children, taking atten-
dance, imparting lessons and even quizzing them.

The social interaction aspect is also investigated by
Philips Research with the iCat robot [10], a research
prototype of an emotionally intelligent robot that pro-
vides an easy to use and enjoyable interaction style for
ubiquitous environments. In particular, iCat can com-
municate information encoded in coloured light through
multi-color LEDs in its feet and ears, speak natural lan-
guage, and also use facial expression to give emotional
feedback to the user.

One of the key research questions investigated within
the iCat project is to find out whether these expres-
sions and capabilities can be organised to give the robot
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Fig. 4 Examples of ubiquitous agents (from left to right: URC,
Ubibot, PaPeRo and iCat)

a personality and which type of personality would be
most appropriate during interaction with users. These
studies have shown that mechanically-rendered emo-
tions and behaviours can have a significant effect on the
way users perceive–and interact with - robots. More-
over, they have also shown that users prefer to inter-
act with a socially-intelligent robot for a range of ap-
plications, compared to more conventional interaction
means [6].

From the agent’s perspective, being embodied in a
ubiquitous environment implies the augmentation of its
interaction capabilities with the sensors and services
embedded within the ubiquitous environment, for ex-
ample, to acquire information about the users. A pre-
ferred approach to this end is to equip the latter with
wearable interfaces.

For instance, wearable RFID tags have been pro-
posed in conjunction with ubiquitous robotic systems [26]
to aid the detection and the location of users in the en-
vironment, as the RFID tags are sensed by the ubiqui-
tous infrastructure and the relevant information stored
in it (user identity and location) is communicated to the
robots. Notably, such an approach can substitute con-
ventional (and more difficult to realise) robot-centric
perception as even simple robots (e.g. with no camera)
can effectively recognise and track the humans in their
environment.

Direct wireless communication between robots and
user wearable setups can also be used in this sense,
for instance, for overcoming the limitations of today’s
speech recognition systems. Users of PaPeRo, for ex-
ample, employ wireless microphones for cancelling the
impact of changing background noise.

All these wearable interfaces, as well as the LEDs
used in iCat, break social norms–for the way they im-
pose unnatural constraints on the human partner or
deviate from natural, human-like capabilities–in order
to facilitate and augment human-robot interaction. But
while some of these constraints are envisioned to van-
ish in the future (e.g. as speech recognition software
improves), iCat deliberately uses its LEDs to convey
information about its state in a way that humans can-
not.

Another scenario enabled by ubiquitous environments
is to have software agents migrating between differ-
ent devices and platforms in the environment, such as
PDAs or other handheld devices. As virtual agents can
easily move between different software environments
and adapt to different circumstances, e.g. different com-
putational power or different interface capabilities, they
are natural candidates for delivering this type of in-
terface, for instance in the form of personal assistant
agents. In this way, they are able to maintain the con-
nection with the user through his daily activities, thereby
adopting an advantageous position for interacting with
the user in a variety of circumstances, gathering feed-
back and learning in order to better adapt to the user’s
future needs.

Since it is often possible to separate a robot software
system from the robot hardware, a ubiquitous robot can
also be seen as a software agent in charge of robotic
sensors and actuators. Agent-based ubiquitous robots,
in particular, build on this fact, enabling applications in
which the software can migrate between platforms and
thus take control of different physical robotic bodies.

Using migration, software agents in control of robots
can then change their body in order to find the most ap-
propriate form for any given situation/task. From this
perspective, physical robots simply become another ob-
servation point from which software agents can follow
the user’s activities and movements. This also increases
the number of possible agent-user interaction scenarios,
which can then also include a variety of real world sit-
uated interaction, well supporting, for example, appli-
cations in which the agent needs to learn to adapt to
the user.

Notable examples of migration in agent-based ubiq-
uitous robots are investigated within the Ubibot sys-
tem [34] and the Agent Chameleons project [22, 51, 41].
The Ubibot system is structured as a collective inte-
grating three different types of robots: Sobots (mobile
software agents), which can migrate and take control of
Embots (embedded devices and sensors) and Mobots
(mobile robot). The usability of this concept has been
demonstrated with a system developed at the RIT Lab.,
KAIST, in which a Sobot associated with a 3D syn-
thetic dog character, called Rity, controls an Embot
that consists of a face recognition system employing a
USB camera. By combining the Sobot reasoning and
learning capabilities with the sensing capabilities de-
livered by potentially different Embots, Rity can follow
the user’s movements and can interact in a personalised
manner with the user wherever he goes.

The Agent Chameleons project [49, 50, 21] at UCD
investigates similar scenarios in the context of personal
assistant agents migrating across different user interface
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devices and crossing the software/hardware divide. The
reasoning and migration capabilities of agent chameleons
are based on Agent Factory (AF) [48], an agent pro-
gramming framework already used in the context of
ubiquitous environments [45]. One of the applications
considered within the project is the development of per-
sonal travel-assistant agents. These can take the form
of a virtual character operating on a personal computer
that helps the user to find and book a flight to a certain
conference. The agent may then migrate to the user’s
PDA so that it can effectively travel with the user, help-
ing with flight connections and attending tasks such as
filtering e-mails or negotiating the transit of the user
through the airport (e.g. giving the user’s information
at check-in gates). Once at the hotel, the agent may
then leave its computational environment, by migrat-
ing from the user’s PDA to a computer in control of
a service robot that is gracefully provided by the (fu-
turistic) hotel. By possessing such a physical body, the
agent will then be able to continue assisting the user,
this time by also using physical capabilities.

Notably, this scenario is substantially different from
the one in which the user is simply assigned a service
robot on his arrival at the hotel. In the scenario foreseen
by the Agent Chameleons project, the robot would ef-
fectively act as the user’s personal assistant. By having
access to his personal data, the robot would, for exam-
ple, be able to serve the perfect coffee without having to
query the user about his preferences. Although such re-
sults may be achieved with the personal assistant agent
communicating the necessary instructions to the robot,
a solution based upon migration may be more efficient
and offers the advantage of not having to release more
private user details. In addition, an Agent Chameleon
goes a step further by making sure that the user knows
that all the agents are a mutated form of his personal
assistant. For instance, the Agent Chameleon will use
the same synthetic voice or will display other charac-
teristic personality traits that are independent from his
specific bodily form, thus preserving the advantages of
the familiar relationships between the user and its as-
sistant.

4 Human-Agent Interaction in Virtual and
Mixed Reality Environments–Where Robots
and Virtual Agents Meet

While ubiquitous agents can be seen as a promising
first step towards overcoming the physical/digital di-
vide between robots, humans, and virtual agents, they
still suffer some of the same limitations as their non-
augmented counterparts, e.g. limited expressive capa-
bilities or confinement to a screen. A logical progression

Fig. 5 Examples of social interaction in mixed reality environ-
ments (from left to right: Ubiagent, Welbo, Nexus, and PECA)

along Milgram’s continuum then is to employ mixed re-
ality technology to enable virtual agents to share the
same 3D space as humans. By immersing human users
in a mixed reality space that superimposes virtual el-
ements in the same perspective as the real scene, they
can interact across the whole spectrum of Milgram’s
continuum.

In robotics, these techniques have traditionally been
used in the context of tele-presence systems to enhance
the user’s understanding of the remote environment
(e.g. [42]) or as a development tool for robot systems, by
allowing the user to view sensor data, such as sonar and
laser scans, in context with the real world (e.g. [12]).
But while robotics research has mostly concerned itself
with augmenting the robot’s sensing or other techni-
cal capabilities, MR interfaces have long helped virtual
characters to escape purely virtual environments and to
socially engage humans in their physical environments
(see Fig. 5 for virtual social agents in mixed reality en-
vironments).

The conversational agent Welbo [2], for example, is
an interface agent that guides, helps, and serves the user
in an MR Living Room to visually simulate the location
of virtual furniture. Pedagogical Embodied Conversa-
tional Agents (PECA) [18] are similar virtual agents
that apply proven pedagogical techniques to interact
with humans in various learning scenarios, including
outdoor student tours of historical buildings. Virtual
agents in these types of application extend the user in-
terface paradigm by acting as mediator between the
human users and the mixed reality environment for the
way they can act on virtual artefacts (the virtual fur-
niture in Welbo or architectural 3D models in PECA).

As user interface agents, they need to adapt to par-
ticular users, e.g. to improve and accelerate human learn-
ing performance by tailoring their behaviour to the
user’s personal interests and learning strengths [7]. More
often, these agents need to demonstrate context aware
intelligence for integrating with pre-existing ubiquitous
infrastructures but also for reacting to the user’s be-
haviour and, more generally, for behaving in a believ-
able/realistic manner in the mixed reality environment
they share with human users. For this purpose, an in-
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Fig. 6 Examples of robotic mixed reality agents (from left to
right: MiRA, U-Tsu-Shi-O-Mi, and Jeeves)

creasing number of these systems are employing sophis-
ticated agent control architectures.

In particular, the Nexus [52] and the UbiAgent [3]
frameworks, both depicted in Fig. 5, demonstrate how
virtual agents, equipped with BDI control systems, can
provide the reasoning apparatus for creating believ-
able characters that are responsive to modifications and
stimuli in their environment, but are also proactive and
goal-oriented. Both systems demonstrate the capabili-
ties of creating applications with multiple virtual agents
and multiple users, where virtual agents posses a high
degree of autonomy and can watch the mixed reality
environment, in particular by sensing each other’s rela-
tive positions as well as the movements of other physical
objects.

On the other hand, in order to be employable as
believable social characters in real environments, vir-
tual characters, in systems such as Nexus and Ubi-
Agent, need to perceive not only the position (for gaze
behaviour [63, 54] and the placement of the virtual
agent [2]) but also the state of the humans they in-
teract with [35], e.g. their moods, given, for example,
by the state of the conversation and their gestures.

Since these agents, in contrast to robots, lack a phys-
ical body, they need to cooperate with a ubiquitous
infrastructure, e.g. wireless sensor networks including
cameras and localisation sensors deployed in the envi-
ronment where human-agent interaction takes place.

By combining a physical robot with a virtual charac-
ter, a number of recent applications, depicted in Fig. 6,
seek to overcome these limitations while at the same
time taking full advantage of their mixed reality nature.
By giving a virtual social interface to a physical robot
and a physical body to a virtual character, the agents in
these systems exhibit tangible physical presence while
offering rich expressional capabilities and personalisa-
tion features that are complex and expensive to realise
with pure hardware-based solutions.

These robots represent a characteristic example of
embodiment in ubiquitous environments, in which the
agents themselves are composed of virtual and real com-

ponents. As such, they are referred to in the rest of this
paper as Mixed Reality Agents (MiRAs).

Dragone et al.’s [19] MiRA system is the first exam-
ple to combine a MR character with a physical robot
platform to provide an expressive social interface. In
particular, thanks to its agent-oriented software engi-
neering approach, MiRA offers a versatile implementa-
tion of the real/virtual merging, which enables a flexible
and adaptive control of both behaviour and appearance
of the agent.

The focus of Young et al.’s Jeeves project [66]–which
similarly combines a robot (the iRobot Roomba vac-
uum cleaner) with a cartoon-like character–is instead
to investigate the use of cartoon art, i.e. simplified and
exaggerated facial expressions, in support of intuitive
social interaction with humans. Such an approach is
intended to offer insight into the robot’s state while
avoiding the uncanny valley represented by more real-
istic and human-like representations. Young et al. point
out that cartoon art techniques can augment and com-
pliment existing robotic interaction metaphors such as
speech and gestures, and can capitalise on the physical
nature of the robot.

Finally, another recent example in this class of appli-
cations is the U-Tsu-Shi-O-Mi Virtual Humanoid [58],
which maps a humanoid avatar onto a robot’s anatom-
ically correct, green-cloth surface. The result is a 3D
mixed reality humanoid character that the user can
touch and interact with.

Together, these applications showcase the advan-
tages of employing mixed reality to combine physical
robot platforms with virtual characters. Among the pos-
sibilities demonstrated in these systems, the virtual char-
acter can be overlaid as a form of virtual clothing that
envelops the physical robot and acts as a visualisation
membrane, de facto hiding the robot’s hardware. Al-
ternatively, the virtual character can be visualised on
top of the robot, as a bust protruding from the robot’s
body, or even figuring as the robot’s driver–as in some
demonstrations of the MiRA system [28]. In every case,
in contrast to robots with virtual characters visualised
on a screen placed on top of them, such as GRACE [60]
and VALERIE [25], the mixed reality characters are
visible from all angles and are not subjected to dimin-
ishing visibility at greater distances.

Obviously, compared to the U-Tsu-Shi-O-Mi Vir-
tual Humanoid, MiRA and Jeeves take greater advan-
tage of their virtual components, as they are free from
the engineering effort of realising sophisticated mechan-
ical interfaces that mirror the movements of their vir-
tual characters. For example, in MiRA the virtual char-
acter has the ability to point and gaze in 3D without
having to construct any physical counterpart. In this
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Fig. 7 Gestures and facial expressions in the MiRA system

manner, it can overcome the inherent limitations of
screen-based solutions, as well as provide a rich reper-
toire of gestures and facial expressions, which can be
used to advertise its capabilities and communicate its
state (see Fig. 7).

Being wearable solutions, these systems are thus
also advantageous in applications with a high robot-to-
user ratio, as a single wearable interface can augment
the interaction capabilities of multiple simple robots
(e.g. with no screen, head or arms) and, possibly, even
portray different characters to different users at the
same time.

Notably, being based on virtual artefacts, behavioural
capabilities in MiRA and Jeeves are not just limited
to “natural” human-like forms, but can also include
more complex effects involving other virtual objects
and cartoon-like animations. In MiRA, for example, a
flash bulb can be displayed to signal the robot’s percep-
tions of certain events, whereas Jeeves can leave thought
crumbs behind, virtual artefacts that can be tagged to
real objects.

While these advantages are inherently associated
with the wearable and mixed reality nature of these
applications, Dragone et al.’s MiRA implementation
adds a coordination dimension which is instrumental
to maintaining the expressivity of the mixed reality
medium without losing the tremendous opportunities
for ubiquity and personalisation associated with its vir-
tual component. Specifically, despite having different
autonomous software agents in charge of real and vir-
tual components, MiRA creates the impression of one
holistic agent to the human by leveraging on the coor-
dination capabilities of the underlying multiagent plat-
form [13]. This enables it to animate the virtual char-
acter in line with the behaviour and the state of its
robotic counterpart and, correspondingly, to make the
robot’s physical behaviour responsive to the state of the
associated virtual character.

By processing the user’s state and input, the latter
may easily access (or indeed learn) useful personal data
about the user that can be consequently used to explic-
itly negotiate the MiRA’s persona–intended as the ag-
gregation of its form and observable behaviour–to bet-
ter suit the user.

5 Discussion

As Fig. 8) shows, the research reviewed in this pa-
per spreads across the complete width of the Reality-
Virtuality continuum. What type of embodiment one
should choose for a particular applications is a very
tricky question, however.

As mentioned before, a lot of studies suggest that
robots are generally preferred over virtual characters
([64, 31] among others). However, results are far from
black and white if one takes into account the nature
of the task. Yamato et al. [65], for example, have per-
formed an experiment in which users were confronted
with the same task in a physical and in a virtual setting,
each time assisted by a virtual character or a robot.
They found the virtual character to be more effective
in the virtual world and the robot to be more effective
in the real world.

To further complicate matters, Lee et al. [38] report
findings to indicate that physical embodiment alone
raises user expectations. Their results show that a robot
can be more negatively perceived than a virtual char-
acter even in a physical setting if tactile interaction is
restricted.

There are comparably little studies, however, when
we leave the ends of the continuum. Wagner et al. [63]
found no discernible difference between a virtual agent
on a screen and one floating in the user’s physical space
through AR visualisation but they also remark that the
agent did not take advantage of the spatial abilities of
the AR agent. This bears some resemblance to the robot
not being able to physically interact and thus should
not be taken as proof for the equality of screen and AR
characters without further studies.

Moving even further towards the middle of the spec-
trum, experimental findings become increasingly hard
to find. Most studies of ubiquitous robots and agents
treat the agent as if it were purely virtually or physically
embodied and ignore the ubiquity aspect. In particular,
if a social agent is employed as an interface to a ubiqui-
tous environment with dozens of sensors and actuators,
what does the user perceive as the agent’s body and
what as devices the agent avails itself of?

Mixed reality agents, square in the middle of Mil-
gram’s continuum and the latest addition to the wider
area of human-agent interaction, have so far only re-
ported findings of preliminary user studies ([20] and [66]
for MiRA and Jeeves, respectively), and no dedicated
studies to inform the grounding of mixed reality agents
in a theoretical framework–or even just to validate the
feasibility of the approach–currently exist.
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Fig. 8 Placing agent applications on Milgrams’ continuum (top row from left to right: Minerva, iCat, MiRA, PECA, Max; bottom
row from left to right: Kismet, PaPeRo, Jeeves, Ubibot, Steve)

6 Conclusion

This paper provided a comprehensive review of social
interaction with agents embodied as robots, virtual agents
and across domains (mixed reality), and illustrated how,
when viewed from an embodiment perspective, there
currently seems to be a progression towards the centre
of Milgram’s Reality-Virtuality Continuum.

Applications like the Virtual Humanoid U-Tsu-Shi-
O-Mi, Jeeves, and MiRA are the first examples of social
agents that populate the centre of this spectrum. Due
to their specific combination of robotic and virtual com-
ponents they can take full advantage of the dual nature
of mixed reality embodiment and navigate around a
lot of engineering challenges commonly associated with
mixed reality environments.

In particular, MiRA explicitly allows for personal-
isation of the system thanks to its multiagent imple-
mentation. By combining a generic robot body with an
individual, flexible and personalisable virtual persona,
the robot is easily provided with an identity that dis-
tinguishes it from other robots with the same physical
body. The MiRA infrastructure allows to project the
identity of an agent the user is familiar with, using all
the expressive power of a virtual character both in ap-
pearance and behaviour.

However, besides the lack of studies indicated in the
last section, there also obviously exist more practical
and down-to-earth obstacles. Most notably, although
HMDs and wearable computers are becoming less in-
vasive [36], at the moment these applications still im-

pose bulky and expensive hardware on each user. This
clearly encumbers their deployment in scenarios with
high user-to-robot ratio, and also complicates their com-
parison with traditional, non-augmented solutions.

Nonetheless, mixed reality agents constitute a new,
exciting field of research, as they exhibit different prop-
erties than purely virtual or purely physical agents. As
such, this area has numerous potential application sce-
narios and fascinating implications. Most notably, how
do people’s perceptions of a mixed reality agent differ
from those of a robot or virtual character? How can
the virtual agent complement the physical one, and in
which areas is the application of mixed reality agents
most useful?

The ubiquity and the adaptivity of these systems
also open the possibility to explore new interesting sce-
narios. In particular, thanks to the virtual nature of
their social interface, these systems can enable the cre-
ation of agents with dynamic embodiment, that is, agent
chameleons that are free to mutate their form over time
according to the capabilities and the expressions that
they wish to utilise.

In addition to deciding their own external appear-
ance (e.g. depending on the identity of the robot and
the human user, their respective roles and their past in-
teractions), these agents will also have the potentially
unsettling property of being able to project different
identities to different users.

One particular advantage this property brings with
it, is the potential to project gender-, racial-, and cultural-
specific personas to different people at the same time,
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thereby opening the possibility to take advantage of the
influence these factors have on human users while en-
gaging a diverse group of people

It is the conjecture of this paper that such sys-
tems are the best candidate to deliver the intelligence
of future ubiquitous environments, empowering them
in ways traditional robotics cannot by embracing the
robot’s dynamic nature as mechanical and digital ma-
chine rather than being constrained to human-centred
and physical capabilities.
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